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Randomised controlled trials evaluating artificial 
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This scoping review of randomised controlled trials on artificial intelligence (AI) in clinical practice reveals an 
expanding interest in AI across clinical specialties and locations. The USA and China are leading in the number of 
trials, with a focus on deep learning systems for medical imaging, particularly in gastroenterology and radiology. A 
majority of trials (70 [81%] of 86) report positive primary endpoints, primarily related to diagnostic yield or 
performance; however, the predominance of single-centre trials, little demographic reporting, and varying reports of 
operational efficiency raise concerns about the generalisability and practicality of these results. Despite the promising 
outcomes, considering the likelihood of publication bias and the need for more comprehensive research including 
multicentre trials, diverse outcome measures, and improved reporting standards is crucial. Future AI trials should 
prioritise patient-relevant outcomes to fully understand AI’s true effects and limitations in health care.

Introduction
The use of artificial intelligence (AI) in health care has 
seen remarkable growth in the past 5 years, with several 
publications reporting that medical AI models can 
perform as well as or better than clinicians across a 
number of tasks and specialties;1–3 however, many of 
these models have only been tested retrospectively, using 
surrogate endpoints, and outside of real-world clinical 
settings. Of nearly 300 AI-enabled medical devices 
approved or cleared by the US Food and Drug 
Administration, only a few have undergone evaluation 
using prospective randomised controlled trials (RCTs).4

The scarcity of real-world evaluation of AI systems 
contributes to substantial uncertainty, including in terms 
of the possibility of meaningful risk to patients and 
clinicians. One example of this risk is a widely used 
sepsis model that was found to have “substantially worse” 
performance than was reported by its developer, leading 
to “a large burden of alert fatigue” due to incorrect or 
irrelevant alerts.5  It might not be uncommon for AI to 
perform worse when deployed prospectively, and the 
difficulty of adopting AI systems in a clinical setting can 
further impede any potential benefits in terms of 
important outcomes.6,7 Additionally, without real-world 
evaluation, AI models’ bias could remain undetected, 
which could inadvertently contribute to disparities in 
health outcomes.8–10

To provide a clearer understanding of the AI landscape 
in health care, this scoping review aims to examine the 
state of RCTs for AI algorithms being used in clinical 
practice. Although several systematic reviews11–14 have 
been conducted on this topic, our scoping review 
updates the evidence with many new trials published up 
to the end of 2023, as the number of trials published has 
more than doubled since 2021. Our scoping review also 
introduces new inclusion criteria. Specifically, we 
require that the AI intervention reflects current 
advancements in machine learning and is integrated 
into actual patient management done by clinical teams. 
This stringent focus on clinically significant AI 
applications ensures that our review is acutely relevant 

to informing medical practice. Furthermore, our review 
uniquely examines detailed analyses that highlight the 
diversity in algorithms, comparisons of various groups, 
differences in modalities, and the nature of trial 
endpoints. This distinction sets this scoping review 
apart from earlier systematic reviews that have primarily 
concentrated on evaluating overall evidence, meth
odological quality, or statistical rigour. Our analysis 
examines the potential of AI to improve care 
management, patient behaviour and symptoms, and 
clinical decision-making efficiency, and identifies areas 
that require more research. We aim to help stakeholders 
better comprehend the clinical relevance and readiness 
of AI and guide future research in this rapidly evolving 
domain.

Methods
Search strategy and selection criteria 
We systematically searched PubMed, SCOPUS, 
CENTRAL, and the International Clinical Trials Registry 
Platform for relevant studies published between 
Jan 1, 2018, and Nov 14, 2023. This timeline was selected 
to coincide with the era when modern AI models began 
to play an important role in trials. We used free-text 
search terms such as “artificial intelligence”, “clinician”, 
and “clinical trial”. The detailed search strategy can be 
found in the appendix (pp 3–7). Additionally, we manually 
scrutinised the references of pertinent publications to 
find more articles.

Our inclusion criteria were specific to RCTs that met 
the following conditions: the intervention incorporated a 
substantial AI component, which we defined as a non-
linear computational model (ie, machine learning 
components including, but not limited to, decision trees, 
neural networks, etc); the intervention was integrated 
into clinical practice, thereby influencing a patient’s 
health management by a clinical team; and the results 
were published as a full-text article in a peer-reviewed 
English-language journal. We excluded studies that 
evaluated linear risk scores, such as logistic regression, 
secondary studies, abstracts, and interventions that were 

See Online for appendix
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not integrated into clinical practice. This scoping review 
follows the PRISMA extension for scoping reviews 
guidelines (appendix pp 8–9), and the protocol for this 
scoping review was registered with PROSPERO 
(CRD42022326955).15

Data analysis
To ensure the quality of our search results, we used 
Covidence Review software to screen publication titles 
and abstracts. Two independent investigators (RH and 
JNA) conducted the initial screening, followed by a full-
text review of screened papers. Data extraction of eligible 
papers was done in Google Sheets by a single investigator 
and then verified by a second investigator (RH or JNA). 
Any discrepancies were resolved through discussion 
with a third reviewer (PR). 

We extracted study-level information, including study 
location, participant characteristics, clinical task, primary 
endpoint, time efficiency endpoint, comparator, and 
result, as well as the type and origin of the AI used. 
Additionally, we classified studies by primary endpoint 
group (diagnostic yield or performance, clinical decision 
making, patient behaviour and symptoms, and care 
management), clinical area or speciality, and data 
modality used by the AI.

We did not attempt to contact study authors for 
additional or uncertain information. Due to the expected 
heterogeneity in tasks and endpoints, we did not conduct 
formal meta-analyses. Instead, we present simple 
descriptive statistics to provide an overview of the 
features of the eligible trials.

Results
Our electronic search retrieved 6219 study records and 
4299 trial registrations, resulting in 10 484 records after 
deduplication (figure 1). After title and abstract screening, 
133 articles were retained for full-text review. Of these, 
60 were excluded, leaving 73 studies after the primary 
screening. An additional 13 articles were identified 
through secondary reference screening, resulting in a 
total of 86 unique RCTs included in our scoping review.
The references and characteristics for all the included 
studies are available in the appendix (p 2).

Of 86 RCTs, 37 (43%) were related to gastroenterology, 
11 (13%) to radiology, five (6%) to surgery, and five (6%) 
to cardiology. Gastroenterology trials were notable for 
their uniformity, with all trials testing video-based deep 
learning algorithms in an assistive setup supporting 
clinicians, and all but one trial measuring a primary 
endpoint relating to diagnostic yield or performance 
(detection rate, miss rate, etc). 24 (65%) of the 
37 gastroenterology trials were conducted by only four 
groups (eight trials from Wuhan University, six from 
Wision AI, six from Medtronic, and four from Fujifilm).

79 (92%) of 86 RCTs were conducted in a single 
country, with the USA conducting the most trials 
(27 [31%]), followed by China (26 [30%]). Trials 
conducted in the USA were distributed across various 
specialties, whereas 21 (81%) of the 26 trials conducted 
in China predominantly related to gastroenterology. 
Trials conducted in multiple countries primarily 
involved European nations (6 [86%] of 7). Figure 2 
highlights the distribution of trials across countries 
and specialties.

Trials were predominantly conducted in a single 
centre (54 [63%] of 86) and included a median of 
359 patients (IQR 150–1050) in their final analysis. Of 
the 86 trials, 83 (97%) reported mean or median 
participant age, with the median age being 57·3 years 
(range 0·0034–78; IQR 49·9–62·0). Similarly, sex was 
reported in 83 (97%) of 86 trials, with a median of 
48·9% of participants being male (range 0–89·2; 
IQR 45·4–54·2). Race or ethnicity was reported in 
22 trials, of which 18 (82%) were from the USA. Among 
these trials, the median percentage of White (non-
Hispanic or Latino) participants was 70·5% (range 
0–98·4; IQR 35·0–81·8). Only three trials in China and 
one in South Korea explicitly reported on a single 
ethnicity: Han Chinese and Asian, respectively. 

Of the 63 trials published since the start of 2021, 
12 (19%) cited the 2020 CONSORT-AI reporting 
guidelines for clinical trials assessing AI interventions.16

Approximately half (46 [54%] of 86) of the trials had 
primary endpoints relating to diagnostic yield or perform-
ance, such as detection rate or mean absolute error. Other 
primary endpoints were grouped according to care 
management (18 [21%]), patient behaviour and symptoms 
(15 [17%]), and clinical decision making (7 [8%]). Table 1 
summarises the distribution of results and endpoint types. Figure 1: Study selection

10 518 records identified and screened
             6219 identified through publication databases
             4299 identified through trial registry

133 sought for full-text retrieval

73 included after primary screening

86 included in scoping review

10 385 excluded
10 351 on the basis of title

or abstract
34 duplicates

60 excluded
29 wrong intervention
24 wrong study design

7 wrong setting

13 identified through reference
screening



www.thelancet.com/digital-health   Vol 6   May 2024	 e369

Review

18 RCTs have assessed the effect of AI interventions on 
care management quality metrics, providing an outcome-
oriented view of the use of AI in clinical practice. For 
example, AI systems for insulin dosing and hypotension 
monitoring have been shown to improve the average 
time that patients spend within target ranges for glucose 
and blood pressure, respectively.17–20 Similarly, trials 
assessing AI systems for radiation therapy and prostate 
brachytherapy have been evaluated by their ability to 

reduce rates of acute care and the volume of the prostate 
tumour.21,22

15 AI systems have also been evaluated in terms of 
their effect on patient behaviour and symptoms. For 
example, one trial reported that making AI-generated 
predictions for diabetic retinopathy risk immediately 
available to patients increased referral adherence 
compared with having patients wait for grading by 
clinicians.23 Another trial reported that the adoption of a 

Figure 2: Randomised controlled trials of artificial intelligence in clinical practice across countries and specialties
Norway, France, Sweden, Denmark, Germany, and Slovenia each comprise 2% of the distribution. Canada, Belgium, Ireland, Greece, Latvia, Switzerland, Romania, 
Bangladesh, Rwanda, Malawi, Viet Nam, and Singapore each comprise 1% of the distribution. 
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Statistically significant 
improvement

No statistically 
significant effect

Showed non-inferiority Statistically significant 
deterioration

Total

Care management 15 1 2 ·· 18

Clinical decision making 6 1 ·· ·· 7

Diagnostic yield or performance 34 10 1 1 46

Patient behaviour and symptoms 10 3 2 ·· 15

Total 65 15 5 1 86

Data are n.

Table 1: Primary endpoints and types for randomised controlled trials of artificial intelligence in clinical practice



e370	 www.thelancet.com/digital-health   Vol 6   May 2024

Review

nociception monitoring system was able to decrease 
postoperative pain scores in patients when compared 
with unassisted clinicians.24 These trials highlight the 
potential for AI interventions to have a direct impact on 
patient experience.

Seven trials have also measured the ability of AI 
systems to influence clinical decision making. For 
example, the availability of AI mortality predictions for 
cancer patients was reported to increase the number of 
serious illness conversations had between oncologists 
and patients.25 In contrast, the adoption of an AI system 
for identifying atrial fibrillation patients at high risk of 
stroke did not increase new anticoagulant prescriptions.26 
These studies explore the potential for AI predictions to 
inform clinicians’ judgement collaboratively.

59 (69%) of 86 trials evaluated deep learning systems 
for medical imaging. Notably, the medical imaging 
systems under evaluation were predominantly video 
based (42 [71%] of 59) rather than image based (17 [29%] 
of 59). This effect was primarily driven by the large 
number of endoscopy trials (34 [81%] of 42). Outside of 
imaging, AI systems operated on structured data, such as 
from the Electronic Health Record (14 [52%] of 27), 
waveform data (ten [37%] of 27), and free text (three [11%] 
of 27). These systems use a mix of decision trees 
(six [22%] of 27), neural networks (two [7%] of 27), 
reinforcement learning (two [7%] of 27), case-based 
reasoning (two [7%] of 27), Bayesian classifiers (one [4%] 
of 27), and unspecified machine learning (14 [52%] of 27).  

Most systems operating on medical imaging (50 [85%] 
of 59) were evaluated in an assistive setup with a clinician, 
whereas models based on structured data tended to be 
compared with routine care (12 [86%] of 14). Models were 
developed primarily in industry (47 [55%] of 86) followed 
by academia (35 [41%] of 86), with the remaining four 
models having mixed or unstated origins. 

Table 2 summarises the distribution of results and 
group comparisons. Of the 86 trials, 81 attempted to 
show improvement and five used non-inferiority designs. 
65 (80%) of the 81 trials that aimed to show improvement 
have reported significant improvement for their primary 
endpoint. 46 (71%) of these trials noted improvements 
for AI-assisted clinicians compared with unassisted 
clinicians, 16 (25%) noted improvements for AI systems 
compared with routine care, and three (5%) reported 

superior performance from standalone AI systems 
compared with clinicians.

Of the five trials with non-inferiority designs, 
three established non-inferiority between standalone AI 
systems and clinicians and two established non-inferiority 
between assisted and unassisted clinicians.17,21,27–29 Hence, 
70 (81%) of 86 trials reported a favourable result for their 
primary endpoint. A similar success rate was observed 
for the gastroenterology subset, with 28 (76%) of the 
37 trials reporting significant improvement and one (3%) 
showing non-inferiority, for an overall 78·4% success 
rate. 

16 RCTs with a negative result for their primary 
endpoint included ten trials that did not show an 
improvement of assisted clinicians compared with 
unassisted clinicians, four trials that did not show an 
improvement of AI systems compared with routine care, 
and one trial that did not show an improvement of 
standalone AI systems compared with clinicians. One 
trial also reported standalone AI systems to have 
significantly worse performance than clinicians;30 how
ever, eight (50%) of these 16 trials reported a significant 
improvement for a secondary endpoint.30–37

52 (60%) of 86 trials also reported on operational time 
measurements with varying results. Approximately a 
third of the trials (18 [35%] of 52) reported a significant 
decrease concerning operational time (p<0·05); however, 
approximately a quarter (13 [25%] of 52) reported a 
significant increase in operational time (p<0·05). The 
remaining 21 (40%) of the 52 trials found no significant 
changes in operational time measurements.

Gastroenterology was the primary contributor to these 
results, with 32 trials involving operational time measure
ments. These results were varied with two trials (6%) 
noting a decrease in operational time, 12 trials (38%) 
reporting increased operational time, and the remaining 
18 (56%) observing no significant effect. All five radiology 
trials and all three ophthalmology trials reported a 
significant reduction in operational time. In other 
specialties, two or fewer trials usually considered the 
aspect of operational time. 

Discussion 
This scoping review of AI RCT publications reveals 
several noteworthy trends and implications for the 

Statistically significant 
improvement

No statistically 
significant effect

Showed non-inferiority Statistically significant 
deterioration

Total

AI vs clinician 3 1 3 1 8

AI vs routine care 16 4 ·· ·· 20

AI-assisted clinician vs unassisted 
clinician 

46 10 2 ·· 58

Total 65 15 5 1 86

Data are n. AI=artificial intelligence. 

Table 2: Primary endpoint results and group comparisons for randomised controlled trials of AI in clinical practice
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development and implementation of AI systems in 
clinical practice. The distribution of trials across clinical 
specialities and locations highlights a concentration of 
AI RCTs in gastroenterology, radiology, surgery, and 
cardiology. Notably, there is less focus on primary care 
than specialty care, indicating a potential area for future 
research. The geographical distribution of trials reveals a 
dominance of single-country studies, with most trials 
from the USA, followed by China. A 2023 systematic 
review of AI and machine learning-enabled device trial 
registrations found a similar distribution of specialities 
and geographies, and also noted the predominance of 
national trials.38 This scoping review also found different 
trends, however, with China leading in trial registrations 
and radiology being the most common speciality. This 
finding suggests a need for more international 
collaboration and multicentre trials to ensure the 
generalisability of AI systems across various populations 
and health-care systems. 

The predominance of single-centre trials, with a 
median of 359 patients, suggests smaller, controlled 
environments are often chosen for AI health-care trials; 
however, little demographic reporting, particularly on 
race and ethnicity, raises concerns about the represen
tativeness of these studies. The infrequency of citation of 
the CONSORT-AI reporting guidelines further under
scores the need for greater transparency in trial methods. 
This transparency would enhance understanding of the 
trial’s applicability to broader populations, as factors 
such as inclusion criteria, setting, and follow-up duration 
substantially influence the generalisability of results. 
Future trials should prioritise comprehensive reporting 
and participant diversity to bolster the external validity of 
their findings.

The use of deep learning systems for medical imaging, 
particularly in video-based systems, is a prevalent trend in 
AI applications evaluated in RCTs. This trend is evident 
in the large number of trials assessing video-based 
gastroenterology interventions, in contrast with the 
dominance of image-based radiology algorithms in 
academic literature and regulatory clearances.39–42 For 
image-based radiology algorithms, other designs besides 
RCTs might be most suitable for addressing diagnostic 
accuracy. Paired design studies allow for comparison of 
diagnostic performance in the same individuals, 
removing all confounding;43,44 however, in gastroenterology 
applications, such as adenoma detection, paired designs 
are not feasible because the detected lesions are typically 
removed.43,44 This trend appears to be driven by a few 
groups that account for most video-based gastroenterology 
trials, indicating that the field of clinical AI trials is still 
homogeneous in terms of investigators, trial designs, and 
outcome measures. Systems using structured data such 
as electronic health records and waveform data, however, 
have used a mix of decision trees, neural networks, 
reinforcement learning, and other machine learning 
techniques. This variety of models and data sources 

shows the adaptability of AI to address different health-
care challenges. More research is needed to evaluate the 
effect of AI systems that incorporate clinical context 
(multiple modalities) or clinical priors (multiple 
timepoints) into their decision making, as these factors 
are crucial to many clinical tasks.45,46

The discrepancy between our success rate and success 
rates of historical reviews of RCTs for medical 
interventions and for AI systems in health care11–14 can be 
attributed to our specific definitions of AI and clinical 
practice, which excluded studies that did not have clinical 
integrations and non-linear AI, and our updated search 
strategy that included several new and previously 
overlooked trials.12–14,47 Our review extends the window of 
consideration to 2023, thus capturing more than a year of 
advancements and a large number of recent trials in this 
rapidly progressing field compared with previous 
reviews. Despite these favourable results, the general
isability of AI applications remains uncertain. Specifying 
whether the AI training data were sourced from the same 
or diverse institutions is crucial for trials. Furthermore, 
analyses comparing RCTs conducted in internal versus 
external testing settings could provide valuable insights 
into AI performance generalisability. Furthermore, 
interpretation of this success rate should be viewed in 
light of the infancy of the field and the likeliness of 
publication bias. A 2023 systematic review identified 
627 AI-enabled technology trials registered on 
ClinicalTrials.gov, but only nine (1%) were readily 
identified as published.48 Of the trials that are listed as 
ongoing or that have no posted results, the number with 
negative results is unknown, which leads to a delay in 
their completion or in the posting and publication of 
results. Therefore, publication bias poses a substantial 
threat to the valid interpretation of the overall effect and 
effectiveness of AI in clinical practice. 

Most trials evaluated interventions on endpoints 
related to diagnostic yield or performance. Although 
such trials offer convincing evidence of the prospective 
technical performance of clinical AI systems, this 
evidence might not accurately reflect the overall effect of 
AI systems on patient care, as high sensitivity and 
specificity do not necessarily translate to improved 
patient outcomes. For example, a 2023 systematic review 
of 21 colonoscopy trials found that although AI assistance 
helped increase polyp detection, it did not yield 
significant increases in the detection of clinically critical 
advanced adenomas.49 More generically, statistically 
favourable results in both diagnostic performance and 
other AI trials might not necessarily translate to clinically 
meaningful benefits. Some trials have assessed the effect 
of AI systems on care management quality metrics, 
patient behaviour and symptoms, and clinical decision 
making. These diverse outcome measures reflect the 
various ways that AI systems can influence clinical 
practice, from improving care quality to enhancing 
patient experience and informing clinical judgement. To 
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better assess the true value of AI algorithms in health 
care, it is crucial for real-world evidence to focus on 
clinically meaningful endpoints such as symptoms and 
need for treatment, as well as longer-term outcomes such 
as survival.48,50 Furthermore, larger-scale evidence would 
allow a better appreciation of whether the absolute 
magnitude of the benefits of these outcomes is 
substantive or not. 

In terms of operational efficiency, the results varied 
across specialities, with a large number of trials reporting 
increases or decreases in operational time. This finding 
highlights the potential of AI systems to either 
streamline or complicate clinical workflows, depending 
on the specific application and context. Given this 
complexity, successful adoption of AI tools will depend 
on factors such as operational efficiency, cost-
effectiveness, and the level of training required, as much 
as performance. Therefore, future research should not 
only focus on clinical outcomes, but also on these 
multifaceted aspects of implementation, to provide a 
more comprehensive understanding of AI’s effect on 
health-care delivery.

In conclusion, the existing landscape of RCTs on AI in 
clinical practice shows an expanding interest in applying 
AI across a range of clinical specialties and locations. 
Most trials report favourable outcomes, highlighting 
AI’s potential to enhance care management, patient 
behaviour and symptoms, and clinical decision making, 
but this early success should be tempered by the 
likelihood of publication bias. The true success of AI 
applications ultimately depends on their generalisability 
to their target patient populations and settings, a subject 
upon which efforts like the STANDING Together 
initiative offer valuable guidance.51 To understand AI’s 
true effects and limitations more comprehensively in 
health care, more research is essential, including a 
focus on multicentre trials and the incorporation of 
diverse endpoint measures, especially patient-relevant 
outcomes. 

This scoping review has two important limitations. First, 
the search for relevant studies was conducted in English 
only. This language restriction might have excluded 
relevant trials published in other languages, potentially 
limiting the comprehensiveness and generalisability of 
our findings. Second, despite extending the window of 
consideration to 2023, our review does not address updated 
trends in trial risk of bias. Future systematic reviews 
should address trends in trial risk of bias (eg, using 
Cochrane risk of bias and other related tools) and provide a 
deeper analysis of reporting transparency (CONSORT-AI), 
given the constantly rising influx of RCTs.15,50
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